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This study explores the writing proficiency levels of Saudi Arabian medical track students after completing a one-year 
Preparatory Year Programme (PYP), as well as the applicability of the Common European Framework of Reference for 
Languages (CEFR) in assessing their proficiency. The standardized writing exam administered at the end of the PYP 
revealed a ceiling effect, with the majority of students achieving high scores, despite the fact that the PYP teaches English 
at three different levels (beginner, intermediate, advanced). To obtain a more nuanced understanding of students’ 
writing skills, alternative assessment methods were explored using selected CEFR scales, including self-assessment, 
tutor assessment, and assessment by raters recruited from the UK (experts in using CEFR scales). The study aimed to 
determine if these CEFR-based assessments can reliably differentiate among the three PYP levels, and if the CEFR scales 
are practical and applicable in this context. The findings show that the CEFR-based scores from all three assessor groups 
can reliably separate students according to their PYP level. The results highlight that the CEFR can serve as a valuable tool 
for understanding students’ writing proficiency, even in non-European settings. This study encourages further exploration 
in the use of CEFR scales to assess proficiency levels.
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1 Introduction and background
Writing	 in	English	 is	a	skill	 that	many	Saudi	students	find	exceptionally	challenging	 (McMullen	2009;	
Shukri	2014).	This	 is	true	even	among	highly	proficient	students	(Shukri	2014).	To	address	this,	Saudi	
Arabia has implemented Preparatory Year Programmes (PYPs) aimed at enhancing students’ English 
skills during their initial year at university. These programmes aim to equip students with the necessary 
proficiency	to	navigate	the	English-medium	academic	environments	of	various	colleges	they	will	 join	
after	completing	the	PYP	(Ebad	2014).
At	the	beginning	of	the	PYP,	students	are	grouped	into	three	proficiency	levels	(elementary,	intermediate	

or	advanced)	based	on	their	test	scores	on	the	Oxford	Placement	Test	(OPT)	(OUP	2001),	which	evaluates	
students’ listening and reading skills, along with grammar and vocabulary knowledge. However, the OPT 
does	not	assess	written	or	oral	skills,	so	proficiency	in	those	areas	remains	unidentified	prior	to	the	PYP.	
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The	OPT	is	scored	between	0	and	100.	Students	scoring	0–45	are	placed	in	the	elementary	level,	those	
scoring	46–85	in	the	intermediate	level,	and	those	scoring	above	85	in	the	advanced	level.

At the end of the PYP, all students, regardless of the level they attend, take the same standardized 
proficiency	 exam,	which	 includes	 a	writing	 component.	 The	 exam	only	 requires	 students	 to	write	 a	
minimum	of	120	words	in	60	minutes	on	an	easy,	general	descriptive	topic	about	their	daily	routine	at	
the	university	(see	Appendix	1	for	two	performance	examples,	the	exam	itself	cannot	be	published).	It	
was designed based on a very low benchmark (roughly equivalent to CEFR level A2). The results of the 
exam	revealed	a	ceiling	effect,	with	scores	concentrating	at	the	upper	end	of	the	grading	scale:	73%	of	all	
students	achieved	the	highest	score	(10/10),	regardless	of	the	PYP	level	they	had	attended.	The	median	
and	interquartile	range	(IQR)	scores	were	9.6	(9.2,	10),	10	(9.6,	10),	and	10	(10,	10)	for	students	starting	
the PYP at the elementary, intermediate, and advanced levels, respectively. While these high scores 
might indicate progress due to instruction during the PYP, or suggest that the exam was not adequately 
challenging,	or	had	an	insufficiently	discriminating	marking	scheme,	they	do	not	effectively	differentiate	
between	students	or	accurately	describe	their	proficiency	according	to	an	 internationally	recognized	
framework	such	as	the	CEFR.	Consequently,	determining	the	students’	 ‘true’	proficiency	levels	by	the	
end of the programme proved to be challenging.
Methods	that	could	be	used	to	differentiate	between	students’	levels	may	include	assessments	by	the	

students themselves, by their teachers, or by independent raters. All methods may have advantages 
and disadvantages.
Self-assessment	 may	 be	 unreliable,	 since	 low-proficiency	 students	 tend	 to	 overestimate	 their	

proficiency	 (Babaii	 et	 al.	 2016;	Blue	 1988;	 Leach	2012;	Ünaldı	 2016;).	 This	 has	been	described	as	 the	
“metacognitive	deficits”	of	the	“Dunning-Kruger	effect”,	i.e.,	it	takes	a	certain	level	of	competency	to	be	
able	to	assess	one’s	own	proficiency	(Kruger	and	Dunning	1999).	Self-assessment	may	also	be	inaccurate	
due	to	students’	lack	of	experience	in	this	approach	(Babaii	et	al.	2016;	Engelhardt	and	Pfingsthorn	2013).
Conversely,	higher	proficiency	students	may	underestimate	their	own	proficiency	level	(Kruger	and	

Dunning	1999;	Hodges	et	al.	2001;	Lejk	and	Wyvill	2001;	Tejeiro	et	al.	2012),	possibly	due	to	students	being	
over-modest	(Kun	2016).	At	the	highest	proficiency,	researchers	described	more	similarities	between	the	
students’ and their teachers’ assessment and therefore considered self-assessment as more accurate at 
higher-proficient	levels	(Kun	2016;	Ünaldı	2016;	Sahragard	and	Mallahi	2014).	
As	 noted	 by	 Paris	 and	Winograd	 (1990),	 familiarisation	with	 and	 instruction	 in	 this	 approach	 can	

improve the accuracy and reliability of self-assessment. One way to determine the accuracy of self-
assessment is to compare it with other methods, such as tutors’ judgments or other test scores 
(Abdulhaleem	and	Harsch	2018;	Ashton	2014;	Babaii	et	al.	2016;	Boud	1991),	although	high	correlations	
between	self-assessment	and	other	measures	of	performance	are	unlikely	(Dunning	et	al.	2004).	For	
example,	Falchikov	and	Boud	(1989),	in	their	meta-analysis	of	studies	comparing	self-assessment	with	
teachers’	marks,	reported	an	average	correlation	of	r=0.39.	Correlation	between	self-assessment	and	
students’	-	‘actual	performance’	(e.g.,	scores	in	a	test)	was	very	low	(r=0.21)	(Falchikov	and	Boud	1989).	

In a similar way, teacher assessment may show comparably low correlations with scores allocated by 
external	raters	or	with	scores	from	standardized	tests.	Fleckenstein	et	al.	(2018)	found	a	correlation	of	
r=0.41	between	tutor	assessments	and	test	scores,	noting	that	teachers	overestimated	students’	levels	
compared to their actual performance in an achievement test. This overestimation was similarly evident 
in	Bérešová’s	(2011)	study,	where	teachers	tended	to	overestimate	students’	vocabulary,	grammar	and	
language use compared with actual test results. 
The	CEFR	proficiency	 framework	 has	 been	 employed	 to	 assess	 students’	 proficiency	 levels	within	

Europe	and	beyond	(e.g.,	Atai	and	Shoja	2011;	Dragemark	Oscarson	2009;	Ünaldı	2016).	Moreover,	the	
CEFR is already used at the PYP curriculum, mainly to articulate the programme’s objectives and to 
choose textbooks for each of the PYP levels. The principal reasons for the use of the CEFR in our study 
were the fact that it is already used in the PYP, the CEFR’s design, and its role as a common metalanguage. 
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The	CEFR	“can	be	presented	and	exploited	in	a	number	of	different	formats,	in	varying	degrees	of	detail”	
(Council	of	Europe	[CoE]	2001:	36).	The	descriptors	correspond	well	with	the	communicative	teaching	
paradigm	 (Green	 2012).	 Descriptors	 can	 “specify	 learning	 objectives	 in	 terms	 of	 situation,	 activities,	
functions	 and	notions”	 (Green	 2012:	 21);	 and	 each	descriptor	 “is	worded	 in	 positive	 terms,	 even	 for	
lower	levels”	(North	2014:	55).	The	CEFR	is	used	to	“foster	mutual	understanding”	across	different	users	
(Tannenbaum	and	Wylie	2005:	41);	as	a	reference	tool	for	identifying	learners’	needs	prior	to	designing	
the	curriculum	(Little	2007);	and	as	“a	point	of	departure”	(North	2014)	to	start	the	reflection,	analysis	
and	discussion	of	potential	university	standards	and	admission	criteria	(Harsch	2018).	There	are	53	CEFR	
scales	representing	different	language	skills	and	these	must	“be	used	selectively”	(North	2014:	11)	to	suit	
the context in which they are employed.

2 Aim of the study
Although several studies have been conducted on Saudi students’ writing skills in general (Aljumah 
2012;	Alkubaidi	2014;	Hellmann	2013;	McMullen	2009;	McMullen	2014;	Obeid	2017;	Oraif	2016),	to	our	
knowledge,	none	has	investigated	the	writing	proficiency	of	Saudi	medical	track	(MT)	students	in	relation	
to the CEFR. The main objective of the study was therefore to obtain a more nuanced understanding of 
students’	writing	proficiency	than	the	current	exam	upon	completion	of	the	three	levels	of	the	PYP-MT	
allows. Moreover, by comparing CEFR-based assessment from the perspectives of students and their 
tutors, we set out to explore the applicability of the CEFR in the Saudi Arabian PYP context, where the 
CEFR is not commonly used and where participants have not yet been thoroughly familiarised with 
this framework. Hence, students and their teachers assessed the end-of-year performances (from the 
standardised exam) against a CEFR-based assessment grid that contained selected CEFR writing scales. 
To	 triangulate	 the	findings	 from	within	 the	PYP	 context,	 the	 same	 student	performances	were	 also	
assessed by external raters familiar with the CEFR, using the Writing Grid from the manual for relating 
language	examinations	to	the	CEFR	(CoE	2009).	We	aimed	to	explore	new	ways	of	assessments	that	could	
reliably	differentiate	students	(thus	avoiding	the	aforementioned	ceiling	effect),	while	simultaneously	
benchmarking the three PYP levels against an internationally recognised framework (i.e., the CEFR). 
Hence, it was important to understand the extent to which scores given by students, their tutors and 
independent raters were comparable and correlated with each other.

Research questions
The study addresses the following research questions: 

RQ1:		 Can	 students’	 self-assessment,	 tutors’	 assessment,	 and	 raters’	 assessment	 (using	 selected	
CEFR	scales)	reliably	differentiate	students’	writing	proficiency	among	the	three	PYP	levels?

RQ2:  To what extent are the scores from the three assessor groups comparable, taking the three 
PYP levels into account?

3 Methods
3.1 Overall design
The study takes a cross-sectional quantitative design. Three assessor groups assessed the same 
students’	writing	proficiency:	students,	their	teachers	and	external	raters.	Students	and	their	teachers	
assessed	students’	general	writing	proficiency,	using	similar	assessment	grids	based	on	selected	CEFR	
scales. Raters assessed the students’ performances elicited by the end-of-year exam, using the CEFR 
grid from the Manual. The resulting scores from these three groups were quantitatively analyzed. The 
extent to which each group of assessors was able to discriminate reliably between the three PYP levels 
(RQ1)	was	analyzed	using	ANOVA	and	comparisons	of	means	between	levels,	with	pairwise	comparisons	
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between each pair of levels (elementary vs. intermediate vs. advanced). The scores obtained from all 
three assessor groups (RQ2) were compared between pairs (students vs. tutors vs. raters) using ANOVA 
and independent t-tests.

3.2 Participants
The study targeted female students in the PYP-MT, as they are being prepared to enter various medical 
and healthcare-related colleges such as the Colleges of Medicine, Pharmacy, Dentistry, Nursing, and 
Applied	Medical	Studies.	The	entire	female	cohort	of	students	in	PYP-MT	(N=640)	in	2016	was	invited	to	
participate,	resulting	in	a	total	of	n=517	participants	across	the	three	PYP	levels	(elementary,	intermediate,	
and	advanced).	Of	the	participants,	90%	were	Saudi	and	10%	were	non-Saudi,	aged	18–19	years.	
Furthermore,	all	PYP	tutors	(N=24)	teaching	English	to	the	students	in	the	PYP-MT	were	also	offered	

the	 opportunity	 to	 participate,	 with	 a	 total	 of	 n=19	 tutors	 accepting	 the	 invitation.	 All	 participating	
tutors were only teaching one level (either elementary, intermediate or advanced) when the data were 
collected,	to	try	to	reduce	any	‘norm-orientation’	(comparison	of	a	student	with	students	in	other	levels)	
during data collection, although some tutors had previous teaching experience in teaching the other 
levels.	The	study	analysis	included	a	total	of	n=517	students	whose	general	proficiency	was	assessed	by	
both themselves and their tutors. 

To examine students’ and tutors’ scores in relation to external measures, seven raters from two 
language institutes in the UK, who were experienced with writing assessment in higher education, 
familiar with the CEFR framework and experienced with using CEFR-based rating scales for rating second 
language texts, were invited to participate and accepted. They assessed the end-of-year performances 
by	a	subsample	of	105	of	the	517	students	who	participated	in	this	study.

3.3 Ethics
Ethical permission was granted by the University of Warwick regarding the application, instruments and 
data	collection	(as	part	of	a	PhD	study).	Official	permission	was	also	given	from	the	Dean	of	the	PYP	and	the	
PYP	research	committee	to	collect	data	on	the	women’s	campus	and	to	analyze	the	students’	final	exam	
written texts. All participants were fully informed about the aims of the research and the consequences 
of	their	participation	(Punch	2005),	and	that	it	was	possible	to	withdraw	from	the	study	at	any	time	during	
or	 after	 participation;	 they	were	 also	 given	 the	 chance	 to	 ask	 any	 questions	 regarding	 the	 study.	 All	
participants received an information sheet about the study, including all relevant contact information and 
a consent form to be signed. Both were translated into Arabic to ensure full comprehension.

3.4 Instruments
Due to administrative constraints, we were unable to provide students with a newly-developed exam 
specifically	designed	to	operationalise	the	CEFR	levels.	Hence,	we	resorted	to	combining	three	different	
assessment perspectives, i.e., self-assessment, programme tutor assessment, and assessment by seven 
external raters. Students and tutors employed similar CEFR grids that were selected to analyse whether 
the student could achieve the writing construct in question (from their knowledge of themselves or the 
students);	raters	used	the	Assessment	grid	from	the	Manual	to	rate	the	same	students’	performances	
from	the	final	exam.

For the student and tutor assessment grids, we selected the following ten CEFR scales relevant for 
assessing writing: Overall Written Production, Overall Written Interaction, Type of Texts, What Can They 
Write, Vocabulary Range & Control, Grammatical Accuracy, Orthographic Control, Processing Texts, Reports 
and Essays and Note Taking. Their relevance (face validity) to this study’s context was checked with two 
teachers	on	the	PYP	and	a	member	of	academic	staff	working	in	one	of	the	university	medical	colleges.	
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Irrelevant scales (e.g., Correspondence and Creative writing) were excluded as they are not related to the 
study’s context. After designing the assessment grid and before piloting, more feedback was sought 
from	the	same	teachers	and	from	colleagues	from	the	applied	 linguistic	field.	Based	on	this,	 further	
scales were either eliminated or combined, e.g., Vocabulary range and Vocabulary control were combined 
to	reduce	the	burden	on	participants	 (Faez	et	al.	2011)	and	therefore	 increase	the	 likelihood	of	 their	
engagement in the assessment. Equally, however, there was a need to ensure that relevant writing 
scales were covered to gather a more complete picture of the students’ writing levels.
In	the	assessment	grids,	the	CEFR	levels	A1	to	C2	(including	plus	levels	for	A2,	B1,	and	B2)	were	depicted	

as	columns	1	to	9;	the	10	CEFR-based	categories	were	described	in	10	separate	lines,	with	the	respective	
descriptors located at their correct levels (see Appendix 2). Where the CEFR scales did not contain a 
descriptor for the plus level, we left a blank. This basic grid was then slightly amended for the student 
and tutor version.

3.4.1 Students’ grid
For	the	student	grid,	the	“can-do”	descriptors	were	reformulated	in	“I	can	do”	statements.	Using	the	

CEFR	scales	based	on	what	learners	“can	do”	with	language	(CoE	2001)	may	improve	the	reliability	of	
the	findings,	as	using	 functional	 language	 (i.e.,	 “can	do”	statements)	has	been	found	to	 increase	the	
accuracy	of	self-assessment	(Ross	1998). For each descriptor, students were asked to decide whether 
they	are	confident	that	they	can	perform	what	is	depicted	in	the	descriptor	(“Yes	I	can”),	or	whether	they	
are	“not	sure”	that	they	could	perform	the	depicted	language	activity.	We	chose	the	“not	sure”	option	to	
allow	for	doubts	regarding	students’	abilities	(Alderson	2005).	When	students	choose	“Yes	I	can”,	this,	
in	the	researchers’	view	(by	adopting	a	more	‘conservative’	approach),	indicates	that	students	are	most	
probably able to perform the language activity depicted in that descriptor. We decided against providing 
a	third	option	(e.g.,	“cannot	do”),	as	this	would	make	the	analysis	more	complex	and	difficult	to	interpret	
(Ashton	2014).	Figure	1	shows	how	the	grid	works.

Students are required to read the descriptors starting with Overall Written Production, descriptor for 
level	A1	(1	in	the	grid).	If	they	feel	they	can	do	what	the	descriptor	states,	they	tick	“I	can	do”	and	move	
on to the second descriptor, and so on until they reach a descriptor that they feel they are not sure 
they	are	capable	of	doing	or	are	unable	to	do.	In	the	case	in	Figure	1,	the	student	ticked	not	sure	for	the	
descriptor	at	level	4	(B1).	In	this	case,	the	student	then	proceeds	to	the	next	row	(i.e.,	the	following	CEFR-
based category, here Overall Written Interaction) and follows the same process. The student’s assessment 
for	each	category	is	coded	as	the	last	level	at	which	they	ticked	“Yes	I	can”,	in	the	case	above	the	student	
would score 2 (A2) for Overall Written Production,	as	there	is	no	descriptor	for	level	A2+.	

3.4.2 Tutors’ grid
The	 tutor	grid	was	based	on	 the	same	CEFR-based	grid	described	above.	The	only	difference	 to	 the	
student	grid	was,	that	the	“can	do”	statements	were	rephrased	as	“The	student	can”.	Tutors	used	the	
same procedure as outlined above to assess each of their students.

3.4.3 Raters’ grid
Raters used the Writing Assessment Grid	 from	the	CEFR	manual	mentioned	earlier	 (CoE	2009:	 187)	 to	
assess the aforementioned student performance. We did not adapt the Grid as we wanted to use it as 
an	independent	external	criterion	that	should	reflect	the	CEFR	construct	of	writing	as	closely	as	possible.	
Hence,	the	raters	used	the	grid	in	its	original	form,	encompassing	the	six	CEFR	levels	(A1	to	C2,	without	
plus	levels)	for	the	five	categories	Overall, Range, Coherence, Accuracy, and Description.
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3.5 Data collection
Data	were	collected	during	the	final	stages	of	the	PYP	year,	after	students	had	taken	the	final	PYP	exam,	
in the expectation that participants would have developed the necessary writing skills by then.

3.5.1 Students and their tutors
All students were given a study information sheet and were familiarized with the grid. The way the CEFR 
scales were formatted for this study aimed to help guide students in their self-assessment, and while 
there	was	no	formal	training	conducted	to	improve	the	reliability	of	assessment	(Harris	1997;	Little	2002;	
Ross	1998)	nor	experience	in	self-assessment	(Engelhardt	and	Pfingsthorn	2013),	detailed	instructions	
were given.

Each student received her own paper-based assessment grid bearing her name and university ID (Arabic 
version, anonymized after data collection), so that students could be tracked, and their assessments 
compared with those conducted by the tutors. To mitigate against the possibility of deliberately giving 
inaccurate	 assessments	of	 their	 abilities,	 students	were	 encouraged	 to	 assess	 themselves	honestly;	
they	were	reassured	that	their	assessment	would	not	affect	any	of	their	marks	and	would	only	be	used	
for research purposes. 

Tutors were given the same study information sheet as the students and were familiarized with the 
grid before using it. They received one grid for each student, containing their names and university IDs.

Figure 1. Student assessment grid
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A	total	of	517	students	(73	elementary,	268	intermediate	and	176	advanced)	submitted	self-assessments	
and were also rated by their teachers. 

3.5.2 Raters
Raters received a two-hour training session that entailed familiarisation, standardisation and 
benchmarking	 activities	 adapted	 from	 the	manual	 (CoE	 2009)	 to	 use	 the	 CEFR	 grid.	 After	 training,	
each	of	 the	seven	raters	rated	the	same	105	texts	 (the	aforementioned	random	sample	of	students’	
performances on the PYP end-of-year exam, the same performances that had been graded by the 
programme	tutors	which	yielded	the	ceiling	effect	mentioned	previously).	Out	of	these	105	students,	
14	attended	the	elementary	level	of	the	PYP,	55	the	intermediate	and	36	the	advanced	level.	The	raters	
used	the	assessment	grid	from	the	manual,	which	originally	contains	the	six	main	CEFR	levels;	for	the	
data collection here, to achieve comparability with the aforementioned 9-point grid, we asked the raters 
to	also	consider	the	plus	levels,	albeit	without	descriptors.	Raters	entered	their	chosen	levels	for	the	five	
categories	in	a	prepared	excel	sheet	that	contained	these	nine	levels	and	five	categories.

3.6 Methods of Analysis 
We compared the results of these three perspectives (self, tutor and rater’s assessments) for reliability 
within	and	between	the	three	groups	of	assessors	and	their	capability	to	differentiate	the	three	PYP	
levels. 
Cronbach’s	alpha	showed	a	high	reliability	(of	α=0.88	and	α=0.95	for	students	and	tutors’	assessment,	

respectively), showing that the scale items measured the same underlying construct and allowed the 
possibility	of	using	average	scores	from	the	ten	CEFR	scales	(Bland	and	Altman	1997).
Inter-rater	reliability	for	the	five	categories	of	the	rating	scale	for	raters	was	measured	using	Cronbach’s	

alpha,	which	was	also	>0.8,	indicating	good	consistency	between	raters,	allowing	to	average	the	seven	
scores for each category and student.

3.6.1 RQ1 
Descriptive analyses were utilized to calculate the mean and standard deviation of students’ self-
assessments, tutors’ assessments, and raters’ scores for each CEFR-based category, to ascertain whether 
their	respective	ratings	yielded	differences	in	students’	performances	by	PYP	levels.	
To	examine	whether	the	differences	found	in	the	descriptive	analyses	are	indeed	significant	across	

the three PYP levels (elementary, intermediate, and advanced), we used a one-way analysis of variance 
(ANOVA),	as	ANOVA	“looks	for	differences	between	groups	which	are	not	due	to	chance”	(Green	2013:	
107).	Each	group	of	assessors	was	separately	examined.	First,	the	homogeneity	of	variance	was	tested	
(Pallant	2013).	In	cases	where	the	assumption	of	equal	variances	was	violated,	non-parametric	analysis	of	
variance	tests	(i.e.,	the	so-called	Brown-Forsythe	and	Welch	Tests,	see	e.g.	Green	2013)	were	conducted.	
A	significance	level	(P-value)	of	less	than	0.05	indicates	a	significant	difference	in	mean	scores	across	the	
three	PYP	levels.	In	addition,	the	ANOVA	results	report	η2,	which	is	a	measure	of	effect	size	(larger	effect	
sizes	reflecting	larger	differences;	Miles	and	Shevlin	2001):	values	around	0.02	indicate	“small”,	values	
around	0.13	“medium”	and	values	above	0.26	“large”	effect	sizes	(Cohen	1988).
To	determine	the	significance	between	each	pair	of	the	three	PYP	levels,	we	conducted	post-hoc	tests.	

If	the	assumption	of	homogeneity	was	met,	we	performed	Tukey’s	Honestly	Significant	Difference	(HSD)	
test	(Pallant	2013);	otherwise,	for	heterogeneity	of	variances,	we	used	Tamhane’s	T2	test	(Green	2013).	
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3.6.2 RQ2 
Self-assessments	 and	 tutors’	 assessments	were	 compared	using	 a	 paired	 sample	 t-test	 (Field	 2009)	
to	identify	any	significant	differences	between	the	different	assessments	of	the	same	students;	then,	
correlation and agreement analyses were conducted to examine the direction and the level of agreement 
between these two assessor groups. To observe the strength and direction of the relationship between 
students’	and	tutors’	assessments,	Spearman’s	correlation	coefficient	(r)	was	used.	Values	of	r	of	0.00-
0.19	indicate	“very	weak”	correlation;	0.20-0.39	“weak”;	0.40-0.59	“moderate”;	0.60-0.79	“strong”	and	0.80-
1.0	“very	strong”	correlation.	Additionally,	the	weighted	Cohen’s	Kappa	coefficient	(for	ordinal	data	such	
as	our	scores;	Cohen	1968)	was	used	to	measure	the	degree	of	exact	agreement	between	students	and	
tutors,	which	takes	into	account	the	agreement	that	can	be	attributed	to	chance	(Smeeton	1985).	Kappa	
values	of	0–0.2	indicate	“slight”	agreement,	0.21–0.4	“fair”,	0.41–0.6	“moderate”,	0.61–0.8	“substantial”,	
0.81–1	“almost	perfect”	and	1	“perfect”	agreement	(Landis	and	Koch	1977).	In	addition,	percentages	of	
exact agreement of student-tutor pairs were calculated, as well as agreement within one and within two 
adjacent CEFR levels.
For	the	105	cases	where	three	sets	of	data	existed,	we	performed	ANOVA,	correlation	and	post-hoc	

tests, to compare the means of the self-assessments, tutors’ assessments, and scores given by the 
external raters for the same students. This allowed for the examination of the direction and relation 
among the assessments provided by these three groups. 

4 Results
4.1 RQ1 CEFR writing levels assessed by students, tutors, and raters separately 
across the three PYP levels
4.1.1. Descriptive Analysis 
First, we present the results of the descriptive analyses (mean and standard deviation (SD)) for the three 
PYP levels (elementary, intermediate, and advanced), as perceived by students’ self-assessment, tutors’ 
and	raters’	assessments.	Table	1	illustrates	the	self-assessment	results,	the	results	for	tutors	and	raters	
are presented in Appendix 3 for space reasons.

Table 1. Descriptive analysis of PYP students’ self-assessment across the PYP levels

Elementary	n=73 Intermediate	n=268 Advanced	n=176
CEFR Categories M SD M SD M SD
Overall Written Production 5.57 2.35 6.24 2.17 7.91 1.66
Overall Written Interaction 3.93 2.10 4.22 2.28 6.67 2.56
Type of Texts 3.94 2.05 4.28 2.23 6.27 2.48
What Can They Write 4.40 2.24 4.87 2.25 6.80 1.97
Vocabulary Range & Control 3.55 2.00 3.95 1.97 5.85 2.37
Grammatical Accuracy 4.32 2.68 5.08 2.39 6.16 2.84
Orthographic Control 5.05 2.77 5.41 2.67 7.00 2.14
Processing Texts 3.81 1.54 4.39 1.76 6.13 2.23
Reports and Essays 4.14 2.44 4.50 2.41 6.75 2.04
Note Taking 5.22 2.48 5.44 2.30 6.94 2.17
Average of Scales 4.48 1.58 4.92 1.53 6.73 1.43
M=Mean, SD=Standard deviation
Coding	scheme	for	CEFR	categories:	1	(A1);	2	(A2);	3	(A2+);	4	(B1),	5	(B1+);	6	(B2);	7	(B2+);	8	(C1);	9	(C2)
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For each category and each group of assessors, mean scores increased from elementary to intermediate 
to	advanced	level	students,	indicating	that	the	three	group	of	assessors	could	differentiate	between	the	
three PYP levels, unlike the end-of-year exam.

4.1.2. ANOVA
To	find	out	whether	the	increase	across	the	three	PYP	levels	is	significant,	we	conducted	ANOVA	analyses.	
While we present the results for the three assessor groups here, the supporting tables are presented in 
the	appendix	for	space	reasons:	Appendix	4	contains	the	tables	for	students;	Appendix	5	for	tutors	and	
Appendix	6	for	raters.
Looking	at	the	students’	self-assessment	across	the	three	PYP	levels	(Appendix	4,	Tables	6	[ANOVA]	

and	7	[non-parametric	analysis	of	variance	tests]),	the	effect	sizes	were	0.095	to	0.26,	indicating	medium-
to-large	effect	sizes	for	the	differences	between	elementary,	intermediate	and	advanced	groups.	The	
largest	effect	size	was	observed	for	the	average	of	all	categories	(η2=0.26).	From	the	post	hoc	pairwise	
results	(Appendix	4,	Tables	8	[Tukey]	and	9	[Tamhane]),	significant	differences	were	evident	between	the	
advanced	and	intermediate	levels	and	the	advanced	and	elementary	levels.	There	were	no	significant	
differences	between	the	elementary	and	 intermediate	 levels,	except	 in	the	Processing Texts category, 
where	the	scores	for	students	from	all	three	levels	differed	significantly	from	each	other.
With	regard	to	tutors’	assessment,	there	were	significant	differences	for	all	CEFR	categories	across	the	

three	PYP	levels	(Appendix	5,	Tables	10	and	11).	A	substantial	effect	(η2) was observed in most categories, 
except for Note Taking,	where	 the	 effect	was	 comparatively	 small.	 The	 results	 of	 the	 post-hoc	 tests	
(Appendix	5,	Tables	12	and	13)	showed	significant	differences	in	tutors’	assessments	between	all	three	
PYP	 levels,	 in	 the	 expected	directions,	with	 the	 elementary	 level	 receiving	 significantly	 lower	 scores	
compared	to	the	intermediate	level,	and	the	intermediate	level	significantly	lower	than	the	advanced	
level.
When	it	comes	to	the	external	raters,	we	used	the	average	scores	across	the	seven	raters	(Appendix	6).	

The	ANOVA	(Table	14)	showed	significant	differences	across	the	three	PYP	levels,	with	large	effect	sizes	
in	the	expected	directions	(i.e.,	the	elementary	level	receiving	significantly	lower	scores	compared	to	the	
intermediate	level,	and	the	intermediate	level	scoring	significantly	lower	than	the	advanced	level).	The	
post-hoc	analysis	(Appendix	6,	Table	15)	showed	significant	differences	in	the	raters’	scores	of	students	
at the advanced versus intermediate or elementary levels for all categories (Range, Coherence, Accuracy, 
Description and Overall), but not between the intermediate and elementary levels in any category.

4.2 RQ2 comparing the three participating assessor groups: students, tutors and 
raters
RQ2 examined the extent to which the three participating assessor groups (students, tutors, raters) are 
comparable in their assessment using the selected CEFR-based categories. As two groups (students 
and	tutors)	used	the	same	tool	 for	assessment,	we	first	compared	these	two	groups,	using	a	paired	
sample	t-test	to	check	whether	the	PYP	students’	and	tutors’	assessments	differed	significantly.	Then,	
a comparison across the three groups was conducted, using correlations and ANOVA to compare the 
means	between	self-,	tutors’	and	raters’	scores	of	the	same	105	students.

4.2.1. Self- and tutors’ assessments
We compared means for students and tutors using the paired t-test. Cohen’s d provides an estimate 
of	the	effect	size	(Pallant	2013),	where	d=0.2	is	considered	“small”,	0.5	“medium”	and	0.8	“large”	(Cohen	
1988).	Appendix	7,	Table	16	contains	the	detailed	results.
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At	 the	 elementary	 level,	 the	 largest	 effect	 sizes	were	 observed	 for	Overall written production and 
Processing texts, followed by Note taking,	with	students	rating	themselves	significantly	higher	than	their	
tutors.	At	 the	 intermediate	 level,	 the	 largest	 (medium	size)	differences	were	 for	Type of texts, Overall 
written interaction, and Vocabulary range and control;	in	each	case	the	students	rated	themselves	lower	
than the tutors. 

With the advanced-level students, scores on most of the CEFR-based categories showed very similar 
means	(with	non-significant	P-values	and	small	effect	sizes),	 indicating	that	students	and	their	tutors	
have similar perceptions of the CEFR levels students have reached in those categories. However, this 
was	not	true	for	all	scales,	with	tutors	scoring	significantly	higher	for	Type of texts	and	significantly	lower	
for Note taking and Reports and essays	(small	effect	size).
Appendix	7,	 Table	 17	 shows	 the	 correlation	between	 students	 and	 teachers’	 scores,	 the	weighted	

kappa (measure of agreement) and the percentages of scores with exact agreement (identical level 
assigned), or agreements within one or two levels. 
There	 was	 a	 significant	 positive	 correlation	 between	 the	 scores	 of	 students	 and	 their	 tutors	 for	

all	CEFR-based	categories,	 though	 the	strength	of	 the	 relation	was	weak	 to	moderate	 (all	 r<0.30	 for	
individual	items;	r=0.39	for	overall	average).	Weighted	Kappa	was	low	(max=0.39),	indicating	only	weak	
to	moderate	 agreement	 in	 students’	 and	 tutors’	 assessment.	Overall,	 19.0%	of	 pairs	 agreed	exactly;	
52.4%	agreed	within	one	level	and	79.9%	within	two	levels,	showing	fairly	close	agreement	between	the	
tutors’ assessment and their students’ self-assessment.

4.2.2. Self-, tutors’ and raters’ assessments
Students’, tutors’ and raters’ assessments were compared using only the sample where data exist from 
self-assessment,	tutor	assessment	and	mean	scores	across	the	seven	raters	(n=105,	including	all	three	
levels). Correlation analysis was carried out to explore the relations between the three assessments 
(students, tutors and raters). Table 2 presents the results.

Table 2. Overall correlation analysis between self, tutors’ and raters’ assessment

Raters 
n=105

Students 
n=105

Tutors 
n=105

Pearson 
Correlation P-value Pearson 

Correlation P-value Pearson 
Correlation P-value

Raters 1   0.44** <0.001 -0.11 0.27
Students 0.44** <0.001 1 -0.065 0.51
Tutors -0.11 0.27 -0.065 0.51 1  
**	Correlation	is	significant	at	the	.01	level	(2-tailed).
There	 exists	 a	 significant	 positive	 correlation	 between	 the	 raters’	 scores	 and	 the	 students’	 self-

assessment,	although	the	tutor’s	scores	did	not	correlate	significantly	with	either	students’	or	raters’	
scores. The patterns of averaged scores from self-assessment for elementary, intermediate and 
advanced	levels	were	B1,	B1	and	B2	(i.e.,	elementary	and	intermediate	scored	the	same,	then	up	one	
level	for	advanced	students),	and	for	raters	the	pattern	was	similar:	A2+,	A2+	and	B1	(i.e.,	elementary	
and intermediate scored the same, then up one level for advanced students). However, the pattern for 
teachers’	ratings	differed:	A2+,	B1	and	B2,	respectively.

To compare the three groups, a one-way ANOVA was used. Table 3 shows the ANOVA results, 
comparing	students’,	tutors’	and	raters’	assessments	for	the	105	participants	for	whom	all	three	types	
of assessments were available.
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Table 3. One-way ANOVA between students, tutors and raters

SS df MS F P-value η2

Between Groups 113.74 2 56.87 25.99 p<.0001 0.20
Within Groups 662.9 303 2.19      
Total 776.65 305        

SS=Sum of squares, df=degrees of freedom, MS=mean square, F=F ratio, η2=Effect	 size:0.02=small;	
0.13=medium;	0.26=large.

We	found	significant	differences	in	the	scores	between	self-assessment,	tutors’	and	raters’	assessments,	
with	a	large	effect	size.	To	identify	where	the	differences	were	located,	Tukey’s	post	hoc	analysis	was	
conducted	 (Appendix	8,	Table	18),	which	showed	that	 the	raters	gave	significantly	 lower	scores	 than	
both	the	students	and	tutors,	and	this	was	true	across	all	three	PYP	levels	(Appendix	8,	Table	19).	

5 Discussion and conclusion
This study aimed to explore assessments by three groups of assessors, i.e., students, their tutors and 
external	raters,	in	order	to	yield	assessment	approaches	that	would	be	able	to	differentiate	between	
the	three	proficiency	levels	taught	at	the	PYP	(Intensive	English)	programme	for	medical	students.	At	
the	same	time,	we	sought	to	benchmark	the	three	PYP	proficiency	levels	achieved	in	writing	at	the	end	
of the PYP to a recognized framework (the CEFR). We also aimed to deepen our understanding of self-
assessment, tutor assessment, and scores of independent raters based on relevant CEFR scales in the 
Saudi Arabian higher education context.

5.1 Research Question 1
Our	 first	 research	 question,	 i.e.,	 “Can	 students’	 self-assessment,	 tutors’	 assessment,	 and	 raters’	
assessment	 (using	 selected	 CEFR	 scales)	 reliably	 differentiate	 students’	 writing	 proficiency	 among	
the	 three	 PYP	 levels?”	 was	 partially	 supported.	 The	 students	 placed	 in	 elementary	 level	 generally	
received lower scores compared to those at the intermediate level, and the intermediate level students 
scored	 lower	 than	 the	advanced	 level	 students;	differences	were	 significant	between	advanced	and	
intermediate	 students,	 and	 between	 advanced	 and	 elementary	 students,	 although	 the	 differences	
between elementary and intermediate students were less pronounced. 

The CEFR can potentially be used to gain a criterion-referenced general overview of the students’ 
proficiency	levels	as	a	starting	point	in	a	context	outside	of	Europe	such	as	Saudi	Arabia,	with	participants	
having	no	or	 little	experience	with	using	 the	CEFR	 scales	 (Abdulhaleem	and	Harsch	2018).	 The	 scores	
could be benchmarked against a recognised framework (i.e., the CEFR), although only selected scales of 
the CEFR were used in the assessment grids. Scores for elementary, intermediate and advanced level 
students’	self-assessments	were	equivalent	to	CEFR	levels	B1,	B1	and	B2;	scores	from	tutor	assessment	
placed	students	at	A2+,	B1+	and	B2	respectively,	while	the	external	raters	placed	students	at	A2+,	A2+	and	
B1.	We	will	discuss	the	meaning	of	these	results	below,	when	taking	a	closer	look	at	agreement	levels.

5.2 Research Question 2 
Our	 second	 research	question,	 i.e.,	 “To	what	 extent	 are	 the	 scores	 from	 the	 three	 assessor	 groups	
comparable,	taking	the	three	PYP	levels	into	account?”	was	also	partially	supported.	

When comparing students and tutors,	a	moderate	yet	significant	correlation	between	the	students’	
self-assessments	and	tutors’	assessments	was	found	(r=0.39).	This	is	similar	to	the	average	correlation	
identified	by	Falchikov	and	Boud	 (1989),	 in	 their	meta-analysis	of	studies	comparing	self-assessment	
with	teachers’	marks,	which	also	reported	an	average	correlation	of	r=0.39.
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Even	if	results	correlate	significantly,	this	does	not	necessarily	demonstrate	exact	or	close	agreement	
(Fleiss	 and	 Cohen	 1973;	 Cohen	 1968).	 To	 the	 best	 of	 our	 knowledge,	 few	 studies	 investigating	 self-
assessment	 –	 especially	 language	 proficiency-related	 studies	 –	 have	 compared	 agreement	 between	
students’ self-assessment and their tutors’ assessment. In this study, we used a weighted kappa to test 
the	significance	and	percentage	agreement	between	 the	 two	assessments.	Exact	agreement	between	
students’	and	 tutors’	assessment	was	 low	 (19%)	but	was	higher	between	one	 (52.4%)	and	 two	 (79.9%)	
adjacent	CEFR	scores.	The	two	adjacent	scores	in	the	study	means	that	the	agreement	is	equal	to	“one	
and	a	half	levels,	e.g.,	A2+	to	B1+”,	which	is	considered	sufficient	agreement	according	to	the	CEFR	manual	
(CoE	2009:	37).	This	means	that	the	students	were	not	too	far	away	in	their	perceptions	of	their	CEFR	levels	
from	those	of	their	tutors,	suggesting	the	value	of	using	the	CEFR	scales	as	exemplified	in	this	study.
Looking	at	the	three	PYP	proficiency	levels	separately,	elementary	students	self-assessed	their	CEFR	

levels	 as	 B1,	 tutors	 assessed	 them	as	 A2+.	 So	 elementary-level	 students	 tend	 to	 overestimate	 their	
proficiency	 (CEFR	 levels)	 compared	 to	 tutors.	 This	was	expected,	as	 it	has	been	widely	 found	 in	 the	
literature	that	low-proficiency	students	tend	to	overestimate	their	proficiency	(Babaii	et	al.	2016;	Leach	
2012;	Ünaldı	2016;	Blue	1988).
Intermediate	 students	 achieved	 levels	 of	 B1	 by	 self-assessment	 and	 B1+	 by	 tutors.	 In	 contrast	 to	

the elementary level students, some intermediate-level students were found to underestimate their 
proficiency	compared	to	their	tutors’	assessment.	Similar	results	were	also	found	in	the	literature,	where	
higher	proficiency	students	show	a	tendency	to	underestimate	their	proficiency	level	when	they	assess	
themselves	(Kruger	and	Dunning	1999;	Hodges	et	al.	2001;	Lejk	and	Wyvill	2001;	Tejeiro	et	al.	2012).	

Advanced-level students achieved B2 according to self- and tutor-assessment. Generally, their self-
assessment was closer to that of their tutors and showed less variance than at the other levels, indicating 
more accurate self-assessment. This was found in other studies that described more similarities between 
the students and their teachers’ marks/assessment and therefore considered the assessment as more 
accurate	when	 students	 came	 from	higher-proficient	 levels	 (Kun	 2016;	 Sahragard	 and	Mallahi	 2014;	
Ünaldı	2016),	possibly	due	 to	 the	Dunning-Kruger	effect,	where	students	at	higher	proficiency	 levels	
have	the	cognitive	ability	to	assess	and	judge	their	proficiency	more	accurately. 

With regard to comparing students and raters,	there	was	a	significant	moderate	correlation	between	
the	 students’	 self-assessments’	 and	 raters’	 assessments	 (r=0.44).	 The	 pattern	 of	 levels	 assigned	 by	
students	at	each	of	the	proficiency	levels	(B1	and	B2	for	elementary,	intermediate	and	advanced)	was	
similar	to	that	assigned	by	the	raters	(A2+,	A2+	and	B1,	respectively),	although	the	raters’	assessments	
were	around	one	CEFR	 level	 lower	 than	 the	 students’	 assessments	across	all	PYP	proficiency	 levels.	
These	findings	are	consistent	with	those	of	Fleckenstein	et	al.	(2018).	

Comparing tutors and raters, agreement between these two groups was lower than between students 
and	teachers	or	students	and	raters.	Different	explanations	can	be	given	for	the	discrepancies	between	
the tutors’ assessment and the raters’ scores. One explanation is that though the tutors are following 
criterion-referenced assessment as it is usually the case when using the CEFR scales (Fleckenstein et al. 
2018;	Hughes	2002),	there	is	still	the	possibility	that	the	tutors	tended	to	compare	the	students	within	or	
between	their	classes	(norm-referenced	assessment)	(Fleckenstein	et	al.	2018;	Lok	et	al.	2016).	However,	
the	grades	assigned	by	the	tutors	were	the	most	discriminating	(different	average	CEFR	levels	assigned	
to elementary, intermediate and advanced level students), whereas students and raters gave the same 
levels to elementary and intermediate students.
Moreover,	the	raters	were	focusing	on	a	small	sample	of	specific	exam	texts,	which	may	be	easier	

to	 judge	 than	 students’	 proficiency	 in	 general	 (as	 for	 students	 and	 tutors	 using	 the	 CEFR	 scales)	
(Fleckenstein	et	al.	2018;	Südkamp	et	al.	2012),	However,	raters	only	scored	the	end-of-year	exam	texts,	
which	could	have	been	 inadequate	 to	demonstrate	students’	 full	 range	of	writing	proficiency,	as	 for	
example,	level	C1	requires	complex	subjects,	a	wide	range	of	topics	and	imaginative	texts,	whereas	the	
exam	(based	at	A2	level)	only	required	students	to	write	120	words	in	60	minutes	on	a	general	topic	
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about their daily routine at the university, with little scope to demonstrate higher skills. There may be 
a	difference	between	what	students	and	their	teachers	assess	they	“can	do”	in	general	and	what	they	
actually were able to demonstrate in the exam. Another source of variance is to be found in the grid the 
raters used, which may have been inappropriate for the exam at hand, or the rater training may have 
been inadequate.

5.3 Conclusions
Based	on	our	findings,	and	despite	the	limitations	identified,	there	are	indications	enough	to	argue	for	

the	usefulness	of	the	CEFR	to	identify	students’	proficiency	levels.	Students	and	tutors	could	potentially	
use the CEFR-based grids and compare their respective assessments as a basis for identifying areas 
on which to focus for further learning. Considering that the participating students and tutors had not 
been	extensively	trained	in	using	the	CEFR	scales	to	identify	students’	proficiency	levels	in	writing,	the	
findings	 for	 correlations	 and	 underestimation	 and	 overestimation	 of	 self-assessment	 are	 similar	 to	
those	found	in	the	literature.	As	mentioned	in	Moonen	et	al.	(2013),	many	people	have	little	experience	
of	 and	exposure	 to	 the	use	of	 the	CEFR	 scales,	 and	as	 suggested	by	Davis	 (2015),	 Fahim	and	Bijani	
(2011),	Fleckenstein	et	al.	(2018),	and	Weigle	(1994),	with	proper	instruction	and	training,	the	tutors	and	
students might be more accurate in their assessment.
The	study	findings	revealed	noticeable	variations	in	the	average	scores	across	the	three	PYP	levels	

in the assessments conducted by students, tutors, and raters. These disparities provide insights into 
the applicability of the CEFR scales. Furthermore, the results highlight that the CEFR can serve as a 
valuable	criterion-referenced	 tool	 for	gaining	a	broad	understanding	of	students’	writing	proficiency	
levels, even within a non-European setting where participants may possess limited familiarity with the 
CEFR scales. This serves as a foundation for future assessment and evaluation endeavors, encouraging 
further exploration in this area.
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8 Appendices
8.1 Appendix 1: Samples of students’ written texts in the end of year exam

Figure 2a: Sample one of students’ written texts from the end-of-year final exam
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Figure 2b: Sample two of students’ written texts from the end-of-year final exam
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8.2 Appendix 2. The student assessment grid
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Figure	3	shows	the	10	scales	of	the	assessment	grid	that	students	were	asked	to	complete.
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8.3 Appendix 3. 
Descriptive statistics for self-assessment, tutor assessment and rater scores
Tables	4	and	5	show	the	means	and	standard	deviations	for	the	scores	for	teacher-	and	rater-assessments,	
respectively. 

Table 4. Descriptive analysis of PYP tutors’ assessment across PYP levels

CEFR Categories

Elementary
n=73

Intermediate
n=268

Advanced
n=176

M SD M SD M SD
Overall Written Production 4.38 1.86 5.99 2.05 7.56 1.89
Overall Written Interaction 4.12 2.03 5.63 2.16 6.88 1.82
Type of Texts 4.46 2.24 5.80 2.21 7.28 1.80
What Can They Write 3.52 1.85 4.98 1.85 6.52 2.04
Vocabulary Range & Control 3.80 1.59 4.96 1.82 6.31 2.19
Grammatical Accuracy 3.88 1.89 4.98 1.74 6.16 2.24
Orthographic Control 4.22 2.52 4.89 1.83 6.97 1.88
Processing Texts 3.05 1.16 4.06 1.42 6.13 2.38
Reports and Essays 4.03 2.08 5.25 2.05 6.24 2.29
Note Taking 3.75 2.40 4.84 2.17 5.89 2.52
Average of Scales 3.79 1.45 5.12 1.60 6.65 1.54
M=Mean, SD=Standard deviation
Coding	scheme	for	CEFR	Categories:	1	(A1);	2	(A2);	3	(A2+);	4	(B1),	5	(B1+);	6	(B2);	7	(B2+);	8	(C1);	9	(C2)

Table 5. Descriptive analysis of the raters’ assessment of sample students’ texts across the PYP levels

Rating Categories 

Elementary
n=14

Intermediate
n=55

Advanced
n=36

M SD M SD M SD
Range 3.57 1.21 3.90 1.32 5.05 1.28
Coherence 3.50 1.07 3.92 1.35 4.79 1.38
Accuracy 3.47 1.09 3.67 1.26 4.83 1.37
Description 3.55 1.22 3.82 1.28 4.86 1.36
Overall 3.56 1.13 3.87 1.29 4.96 1.28
Average score 3.53 1.14 3.83 1.30 4.88 1.33
M=Mean, SD=Standard deviation
Coding	scheme	for	Manual	Grid:	1	(A1);	2	(A2);	3	(A2+);	4	(B1),	5	(B1+);	6	(B2);	7	(B2+);	8	(C1);	9	(C2)

8.4 Appendix 4. 
Differences between elementary, intermediate and advanced groups on students’ 
self-assessments
One-way	ANOVA	was	used	to	identify	differences	across	the	PYP	levels	for	the	students’	assessments.	
After	performing	 the	analysis,	 Levene’s	 test	 (Levene	 1960)	was	checked.	This	 test	 “tests	whether	 the	
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variance	in	scores	 is	the	same	for	each	of	the	three	groups”	(Pallant	2013:	262).	Where	Levene’s	test	
indicated there was no violation of the assumption of homogeneity of variance, ANOVA was used (Table 
4);	 when	 the	 assumption	 of	 equal	 variances	 was	 violated,	 the	 non-parametric	 analysis	 of	 variance	
(Brown-Forsythe	and	Welch	Tests),	as	mentioned	in	Green	(2013),	were	used	instead	(Table	5).
If	the	significance	(P-value)	was	<0.05,	this	indicates	a	significant	difference	between	the	mean	scores	
between	the	three	groups.	However,	 this	does	not	show	“which	group	 is	different	 from	which	other	
group”	(Pallant	2013:	262).	For	this	reason,	a	post-hoc	test,	i.e.,	Tukey’s	Honestly	Significant	Difference	
(HSD)	test	(Pallant	2013)	(if	there	is	no	violation	to	the	assumption	of	homogeneity	of	variances;	Table	
6)	or	Tamhane’s	T2	 (Green	2013)	 (with	heterogeneity	of	 variances;	 Table	7),	were	used	 to	 check	 the	
significance	between	each	pair	of	the	three	PYP	groups.	Post-hoc	tests	are	only	utilised	 if	significant	
differences	in	means	are	identified	(Pallant	2013:	263).

Table	6	shows	the	CEFR-based	categories	for	which	ANOVA	was	used.

Table 6. One-way analysis of variance of students’ self-assessment of CEFR levels across PYP levels

CEFR Categories SS df MS F P-value η2

What Students Can Write 
Between Groups 488.83 2 244.42 52.58 <0.001 0.16
Within Group 2393.82 515 4.65
Total 2882.65 517
Reports and Essays
Between Groups 634.05 2 317.02 60.31 <0.001 0.19
Within Group 2686.11 511 5.26
Total 3320.16 513
Note Taking
Between Groups 279.96 2 139.98 26.89 <0.001 0.095
Within Group 2665.77 512 5.21
Total 2945.74 514
SS=Sum	 of	 squares,	 df=degrees	 of	 freedom,	MS=mean	 square,	 F=F	 ratio,	 η2=Effect	 size	M=Mean,	
SD=Standard	deviation,	df=degrees	of	freedom,	η2=Effect	size:	0.02=small;	0.13=medium;	0.26=large.

Table	7	shows	tests	for	equality	of	means	for	which	non-parametric	tests	were	used.

Table 7. Robust test of equality of mean of students’ self-assessment of their CEFR levels across the three 
PYP levels

CEFR Categories Statistic df1 df2 P-value
Overall Written Production
Welch 56.05 2 186.89 <0.001
Brown-Forsythe 46.07 2 219.18 <0.001
Overall Written Interaction    
Welch 61.47 2 199.63 <0.001
Brown-Forsythe 69.48 2 338.76 <0.001
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CEFR Categories Statistic df1 df2 P-value
Type of Texts    
Welch 44.49 2 199.82 <0.001
Brown-Forsythe 49.86 2 338.40 <0.001
Vocabulary Range & Control    
Welch 46.06 2 194.25 <0.001
Brown-Forsythe 51.53 2 316.85 <0.001
Grammatical Accuracy    
Welch 13.99 2 188.51 <0.001
Brown-Forsythe 14.90 2 282.66 <0.001
Orthographic Control    
Welch 29.50 2 191.96 <0.001
Brown-Forsythe 25.11 2 242.60 <0.001
Processing Texts    
Welch 52.33 2 205.86 <0.001
Brown-Forsythe 62.06 2 362.55 <0.001
df=degrees of freedom

Table	 8	 shows	 the	post	 hoc	 Tukey	honestly	 significant	 difference	 (HSD)	 test	 of	 pairwise	 differences	
between groups on student self-assessments.

Table 8. Post-hoc Tukey HSD of students’ self-assessment of their CEFR levels across the three PYP levels 
(for items with homogeneity of variances)

Dependent Variable (I) PYP levels (J) PYP levels Mean 
difference	

(I-J)

Std. error P-value

What Students Can Write Elementary Intermediate -0.48 0.29 0.22
Advanced -2.40* 0.30 <.001

Intermediate Advanced -1.92* 0.21 <0.001
Reports and Essays Elementary Intermediate -0.36 0.31 0.46

Advanced -2.61* 0.32 <0.001
Intermediate Advanced -2.25* 0.22 <0.001

Note Taking Elementary Intermediate -0.22 0.30 0.74
Advanced -1.72* 0.32 <0.001

Intermediate Advanced -1.50* 0.22 <0.001
Conditions and Limitations Elementary Intermediate -0.45 0.44 0.57

Advanced -2.19* 0.46 <0.001
Intermediate Advanced -1.74* 0.31 <0.001

Table	 9	 shows	 the	post	 hoc	 Tamhane	 test	 of	 pairwise	differences	between	 groups	on	 student	 self-
assessments for items with heterogeneity of variances.
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Table 9. Post hoc Tamhane test (heterogeneity of variances) of students’ self-assessment of their CEFR 
levels across the three PYP levels

Dependent Variable (I) PYP levels (J) PYP levels Mean 
difference	

(I-J)

Std. error P-value

Overall Written 
Production

Elementary Intermediate -0.67 0.31 0.092
Advanced -2.34* 0.30 <0.001

Intermediate Advanced -1.67* 0.18 <0.001
Overall Written 
Interaction

Elementary Intermediate -0.30 0.28 0.66
Advanced -2.74* 0.31 <0.001

Intermediate Advanced -2.44* 0.24 <0.001
Types of Texts the 
Students can write

Elementary Intermediate -0.33 0.28 0.55
Advanced -2.33* 0.31 <0.001

Intermediate Advanced -2.00* 0.23 <0.001
Vocabulary Range & 
Control

Elementary Intermediate -0.40 0.26 0.34
Advanced -2.30* 0.30 	<0.001

Intermediate Advanced -1.90* 0.22 <0.001
Grammatical Accuracy Elementary Intermediate -0.77 0.35 0.083

Advanced -1.81* 0.38 <0.001
Intermediate Advanced -1.04* 0.26 <0.001

Orthographic Control Elementary Intermediate -0.36 0.36 0.70
Advanced -1.93* 0.36 <0.001

Intermediate Advanced -1.57* 0.23 <0.001
Processing Texts Elementary Intermediate -.58* 0.21 0.020

Advanced -2.31* 0.25 <0.001
Intermediate Advanced -1.73* 0.20 <0.001

Bold	with	*=significant	results

8.5 Appendix 5
Differences between elementary, intermediate and advanced groups for tutor 
assessments
One-way	ANOVA	was	used	to	identify	differences	across	the	PYP	levels	for	the	tutor	assessments.	Where	
there	was	 no	 violation	 of	 the	 assumption	of	 homogeneity	 of	 variance,	 ANOVA	was	used	 (Table	 10);	
when the assumption of equal variances was violated, the non-parametric analysis of variance (Brown-
Forsythe	and	Welch	Tests)	were	used	(Table	11).	A	post-hoc	Tukey’s	HSD	(if	there	is	no	violation	to	the	
assumption	of	homogeneity	of	variances;	Table	12)	or	Tamhane’s	T2	(with	heterogeneity	of	variances;	
Table	13)	were	used.
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Table 10. One-way analysis of variance of tutors’ assessment across PYP levels

CEFR Categories SS df MS F P-value η2

Overall written Production
Between Groups 654.09 2 327.05 84.91 <0.001 0.24
Within Group 2006.79 521 3.85
Total 2660.88 523
What Students Can Write
Between Groups 590.42 2 295.21 80.05 <0.001 0.23
Within Group 1928.81 523 3.69
Total 2519.22 525
Reports and Essays
Between Groups 253.37 2 126.69 27.38 <0.001 0.10
Within Group 2221.15 480 4.63
Total 2474.52 482
Note Taking
Between Groups 250.54 2 125.27 22.78 <0.001 0.08
Within Group 2640.20 480 5.50
Total 2890.74 482
SS=Sum	of	squares,	df=degrees	of	freedom,	MS=mean	square,	F=F	ratio,	η2=Effect	size:	0.02=small;	
0.13=medium;	0.26=large.

Table 11. Robust test of equality of mean of tutors’ assessment across PYP levels

CEFR Scales Statistic df1 df2 P-value
Overall Written Interaction 
Welch 63.84 2 242.69 <0.001
Brown-Forsythe 60.26 2 357.31 <0.001
Type of Texts
Welch 64.67 2 235.86 <0.001
Brown-Forsythe 59.86 2 317.83 <0.001
Vocabulary Range & Control
Welch 59.00 2 253.36 <0.001
Brown-Forsythe 60.82 2 426.13 <0.001
Grammatical Accuracy 
Welch 40.63 2 233.06 <0.001
Brown-Forsythe 44.31 2 366.37 <0.001
Orthographic Control 
Welch 77.17 2 159.67 <0.001
Brown-Forsythe 63.16 2 166.48 <0.001
Processing Texts 
Welch 94.79 2 194.58 <0.001
Brown-Forsythe 116.16 2 357.74 <0.001
df=degrees of freedom
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Table 12. Tukey HSD of tutors’ assessment across the three PYP levels

Dependent Variable (I) PYP levels (J) PYP levels Mean 
difference	

(I-J)

Std. error P-value

Overall Written Production Elementary Intermediate -1.61* 0.24 <0.001
Advanced -3.18* 0.25 <0.001

Intermediate Advanced -1.57* 0.19 <0.001
Types of Texts Students can 
write

Elementary Intermediate -1.35* 0.26 <0.001
Advanced -2.82* 0.27 <0.001

Intermediate Advanced -1.48* 0.20 <0.001
Reports and Essays Elementary Intermediate -1.22* 0.31 <0.001

Advanced -2.21* 0.31 <0.001
Intermediate Advanced -0.99* 0.21 <0.001

Note Taking Elementary Intermediate -1.10* 0.33 <0.001
Advanced -2.15* 0.34 <0.001

Intermediate Advanced -1.05* 0.23 <0.001
Average of all scales Elementary Intermediate -1.33* 0.19 <0.001

Advanced -2.86* 0.20 <0.001
Intermediate Advanced -1.53* 0.15 <0.001

Table 13. Post hoc Tamhane of tutors’ assessment across the three PYP levels

Dependent 
Variable

(I) PYP levels (J) PYP levels Mean 
difference	

(I-J)

Std. error P-value 95%	Confidence	
interval

Lower 
bound

Upper 
bound

Overall Written 
Interaction 

Elementary Intermediate -1.51* 0.25 <0.001 -2.12 -.89
Advanced -2.76* 0.25 <0.001 -3.37 -2.15

Intermediate Advanced -1.26* 0.19 <0.001 -1.71 -.80
What students 
Can Write 

Elementary Intermediate -1.46* 0.23 <0.001 -2.01 -.91
Advanced -2.99* 0.25 <0.001 -3.58 -2.40

Intermediate Advanced -1.54* 0.19 <0.001 -1.99 -1.08
Vocabulary 
Range and 
Control 

Elementary Intermediate -1.16* 0.20 <0.001 -1.65 -.67
Advanced -2.52* 0.23 <0.001 -3.06 -1.95

Intermediate Advanced -1.35* 0.20 <0.001 -1.82 -.88
Grammatical 
Accuracy 

Elementary Intermediate -1.11* 0.23 <0.001 -1.66 -.56
Advanced -2.29* 0.26 <0.001 -2.91 -1.67

Intermediate Advanced -1.18* 0.20 <0.001 -1.65 -.71
Orthographic 
Control 

Elementary Intermediate -0.67 0.34 0.147 -1.50 .16
Advanced -2.75* 0.35 <0.001 -3.59 -1.91

Intermediate Advanced -2.08* 0.18 <0.001 -2.51 -1.65
Processing Texts Elementary Intermediate -1.51* 0.25 <0.001 -1.43 -.59

Advanced -2.76* 0.25 <0.001 -3.63 -2.54
Intermediate Advanced -1.26* 0.19 <0.001 -2.54 -1.60

Bold	with	*=significant	results
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8.6 Appendix 6
Differences between elementary, intermediate and advanced groups on rater 
assessments
Table	14	shows	the	ANOVA	for	differences	across	the	PYP	levels	for	the	rater	assessments	and	Table	15	
shows the post-hoc Tukey’s HSD. 

Table 14. One way ANOVA of raters’ assessment across PYP levels

    SS df MS F P-value η2

Range
Between Groups 37.28 2 18.64

27.823 p<0.001 0.36Within Groups 66.32 99 0.67
Total 103.59 101

Coherence
Between Groups 24.64 2 12.32

18.76 p<0.001 0.28Within Groups 65.04 99 0.66
Total 89.7 101

Accuracy
Between Groups 35.33 2 17.66

28.99 p<0.001 0.37Within Groups 60.32 99 0.61
Total 95.65 101

Description
Between Groups 29.93 2 14.97

24.28 p<0.001 0.33Within Groups 61.04 99 0.62
Total 90.97 101

Overall
Between Groups 33.23 2 16.61

25.66 p<0.001 0.34Within Groups 64.11 99 0.65
Total 97.34 101

SS=Sum	of	squares,	df=degrees	of	freedom,	MS=mean	square,	F=F	ratio,	η2=Effect	size:	0.02=small;	
0.13=medium;	0.26=large.
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Table 15. Post hoc Tukey analysis of range, coherence, accuracy, description, and overall grouped by PYP 
levels

Dependent 
Variable (I) PYP Levels (J) PYP Levels

Mean 
Difference	

(I-J)

Std. 
Error P-value 95%	Confidence	

Interval

Lower 
Bound

Upper 
Bound

Range Elementary Intermediate -0.33 0.25 0.40 -0.93 0.27
Advanced -1.53 0.27 <0.001* -2.15 -0.89

Intermediate Advanced -1.19 0.18 <0.001* -1.61 -0.77
Coherence Elementary Intermediate -0.42 0.25 0.227 -1.01 0.18

Advanced -1.33 0.26 <0.001* -1.97 -0.70
Intermediate Advanced -.92 0.18 <0.001* -1.33 -0.50

Accuracy Elementary Intermediate -0.20 0.24 0.674 -0.78 0.37
Advanced -1.40 0.25 <0.001* -2.00 -0.79

Intermediate Advanced -1.19 0.17 <0.001* -1.60 -0.79
Description Elementary Intermediate -0.27 0.24 .0507 -0.85 0.31

Advanced -1.34 0.26 <0.001* -1.95 -0.74
Intermediate Advanced -1.07 0.17 <0.001* -1.48 -0.67

Overall Elementary Intermediate -0.31 0.25 0.423 -0.90 0.28
Advanced -1.44 0.26 <0.001* -2.06 -0.81

Intermediate Advanced -1.12 0.17 <0.001* -1.54 -0.71
Bold	with	*=significant	results
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8.7 Appendix 7
RQ2: Student versus teachers paired t-test and correlation
Table	16	shows	the	paired	t-test	between	students	and	teachers	for	each	scale,	separated	by	PYP	level.

Table 16. Paired differences between self-and tutors’ assessment in each PYP level

CEFR Scales
PYP students PYP tutors Cohen’s

dM SD M SD t df P
Elementary	(n=72)
Overall Written Production 5.62 2.33 4.41 1.92 3.72 70 <0.001 0.44
Overall Written Interaction 3.96 2.10 4.11 2.12 -0.56 70 0.576 -0.07
Type of Texts 3.94 2.06 4.46 2.38 -1.54 70 0.128 -0.18
What Can They Write 4.40 2.26 3.47 1.85 3.07 71 0.003 0.36
Vocabulary Range & Control 3.59 2.00 3.86 1.66 -0.91 70 0.367 -0.11
Grammatical Accuracy 4.34 2.70 3.85 1.95 1.41 70 0.164 0.17
Orthographic Control 4.78 2.92 4.24 2.59 1.04 50 0.304 0.15
Processing Texts 3.80 1.61 3.00 1.22 2.84 50 0.006 0.40
Reports and Essays 4.00 2.62 4.10 2.05 -0.22 49 0.826 -0.03
Note Taking 5.04 2.69 3.80 2.46 2.70 50 0.009 0.38
Average Scales 4.49 1.59 3.97 1.65 2.24 71 0.028 0.26
Intermediate (n=232)
Overall Written Production 6.26 2.17 5.97 2.08 1.52 226 0.129 0.10
Overall Written Interaction 4.23 2.33 5.60 2.17 -6.61 226 <0.001 -0.44
Type of Texts 4.28 2.26 5.79 2.25 -7.77 228 <0.001 -0.51
What Can They Write 4.78 2.25 4.94 1.86 -0.85 228 0.394 -0.06
Vocabulary Range & Control 3.87 1.95 4.94 1.86 -6.64 230 <0.001 -0.44
Grammatical Accuracy 5.05 2.37 4.95 1.75 0.57 230 0.570 0.04
Orthographic Control 5.47 2.70 4.87 1.86 2.88 217 0.004 0.19
Processing Texts 4.36 1.70 4.01 1.41 2.48 217 2.014 0.17
Reports and Essays 4.55 2.31 5.20 2.10 -3.09 210 0.002 -0.21
Note Taking 5.43 2.18 4.81 2.20 3.00 211 0.003 0.21
Average Scales 4.89 1.51 5.18 1.67 -2.15 230 0.032 -0.14
Advanced	(n=170)
Overall Written Production 7.96 1.65 7.62 1.82 1.87 168 0.064 0.14
Overall Written Interaction 6.74 2.56 6.90 1.83 -0.66 168 0.510 -0.05
Type of Texts 6.35 2.47 7.24 1.81 -4.01 169 <0.001 -0.31
What Can They Write 6.86 1.95 6.56 2.05 1.45 169 0.150 0.11
Vocabulary Range & Control 5.86 2.40 6.31 2.19 -1.75 168 0.082 -0.13
Grammatical Accuracy 6.14 2.89 6.19 2.19 -0.19 168 0.847 -0.01
Orthographic Control 6.99 2.16 7.05 1.78 -0.30 168 0.762 -0.02
Processing Texts 6.12 2.22 6.24 2.34 -0.51 168 0.613 -0.04
Reports and Essays 6.78 2.07 6.26 2.26 2.18 169 0.030 0.17
Note Taking 6.90 2.19 5.96 2.43 3.84 168 <0.001 0.30



98 CEFR Journal—Research and Practice

Assessing writing proficiency in a Saudi Arabian university

M= Mean, SD=Standard deviation
Coding	scheme	for	CERF	Scales:	1	(A1);	2	(A2);	3	(A2+);	4	(B1),	5	(B1+);	6	(B2);	7	(B2+);	8	(C1);	9	(C2)
Cohen’s dz calculated as Mean misalignment/SD of misalignment. Cohen’s d calculated as 2 x t/sqrt, 
0.2=small	effect;	0.5=medium;	0.8=large
Bold	=	significant	result

Table	17	shows	the	correlation	between	students	and	teachers’	scores,	the	weighted	kappa	(measure	of	
agreement) and the percentages of scores with exact agreement (identical level assigned), or agreements 
within one or two levels.

Table 17. Correlation and agreement between ratings of self- and tutors’ assessment

CEFR Scales 

Correlation 
(r)

(n=517)

Weighted 
Kappa
(n=517)

%	exact	
agreement

%	within	one	
adjacent 

CEFR level

%	within	two	
adjacent 

CEFR levels
Overall Written 
Production

0.29
P<0.001

0.27 31.5 38.9 65.5

Overall Written 
Interaction

0.22
P<0.001

0.22 23.3 33.2 62.7

Types of Texts the 
Students can write

0.29
P<0.001

0.25 23.6 31.5 60.4

What Students can write
0.28

P<0.001
0.28 25.7 31.6 67.9

Vocabulary Range and 
Control

0.25
P<0.001

0.25 21.7 35.2 61.6

Grammatical Accuracy
0.23

P<0.001
0.19 15.9 40.8 61.8

Orthographic Control
0.26

P<0.001
0.26 21.5 31.3 68.0

Processing Texts
0.30

P<0.001
0.32 29.9 48.4 73.7

Reports and Essays
0.23

P<0.001
0.15 20.2 45.9 65.0

Note Taking
0.18

P<0.001
0.15	 22.7 39.4 59.5
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8.8 Appendix 8. 
RQ2. Comparisons of students, teachers and raters’ assessments
Table	18	and	19	show	the	Tukey’s	post	hoc	tests,	firstly	(Table	16)	with	data	for	all	students	across	the	PYP	
levels	and	secondly	(Table	17)	separated	by	PYP	level.

Table 18. Tukeys post hoc analysis for scores grouped as to the type of raters

(I) Type

(J) Type
Students’  

self-assessment Teachers’ assessment Raters’ assessment
Mean 

Difference	
(I-J) p-value

Mean 
Difference	

(I-J) p-value

Mean 
Difference	

(I-J) p-value
Students’ self-assessment     						-0.031 0.99 1.28* <0.001
Teachers’ assessment 0.031 0.99     1.31* <0.001
Raters’ assessment -1.28* <.001 -1.31* <0.001    
*	The	mean	difference	is	significant	at	the	0.05	level.

Table 19. Post hoc Tukey analysis of PYP level grouped by assessor and level

PYP Levels (I) Type (J) Type
Mean	Difference	

(I-J) p-value

Elementary
Self

Tutors -0.03 0.998
Raters 1.44* 0.004

Tutors Raters 1.47* 0.004

Intermediate
Self

Tutors -0.22 0.67
Raters 0.92* 0.001

Tutors Raters 1.14* <0.001

Advanced
Self

Tutors 0.26 0.67
Raters 1.77* <0.001

Tutors Raters 1.52* <0.001
*	The	mean	difference	is	significant	at	the	0.05	level.


